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SECTION A — (10 × 2 = 20 marks)

Answer any *TEN* questions.

1. Define Chi-Square Variate.
2. Define Student’s *t* distribution.
3. Define Parameter Space.
4. Define Statistic.
5. Define MVUE.
6. State Cramer Rao inequality.
7. Mention any two methods of Estimation.
8. Define Likelihood Function.
9. Define interval estimation.
10. Define Confidante coefficient.
11. Define efficiency.
12. Define F Statistic.

SECTION B — (5 × 5 = 25 marks)

Answer any *FIVE* questions.

1. If X is Chi-Square Variate with n df., then Prove that for large n, ![](data:image/x-wmf;base64,183GmgAAAAAAAMAKYAIBCQAAAACwVgEACQAAA30BAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALAChIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+ACgAAFgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJkAUgABQAAABMCSAF5AAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAlABeQAFAAAAEwLQAcAABAAAAC0BAAAFAAAAFALQAcgABQAAABMCUgAmAQUAAAAUAlIAJgEFAAAAEwJSAAwCBQAAABQCZAEKBgUAAAATAkgBOwYEAAAALQEBAAUAAAAUAlABOwYFAAAAEwLQAYIGBAAAAC0BAAAFAAAAFALQAYoGBQAAABMCUgDoBgUAAAAUAlIA6AYFAAAAEwJSAM4HHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1dyAIZkIEAAAALQECAAgAAAAyCsABugkCAAAAKS4IAAAAMgrAARgJAQAAADEuCAAAADIKwAGyCAEAAAAsLggAAAAyCsABAAcBAAAAMi4IAAAAMgrAAXIFAQAAACguCAAAADIKwAH8AgEAAAB+LggAAAAyCsABPgEBAAAAMi4cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3IAhmQgQAAAAtAQMABAAAAPABAgAIAAAAMgrAAcgHAQAAAG4uCAAAADIKwAEcBAEAAABOLggAAAAyCsABGAIBAAAAeC4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBCIAhmQgAACgAhAIoBAAAAAAIAAABc8xIABAAAAC0BAgAEAAAA8AEDAAMAAAAAAA==)
2. Define unbiased estimator. Also Prove that T2 is a biased estimator for ![](data:image/x-wmf;base64,183GmgAAAAAAAOABAAIBCQAAAADwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3jApmSwQAAAAtAQAACAAAADIK9AAtAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAkQoKJkDxEgDYn/N34Z/zdyAg9XeMCmZLBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABFgABAAAAcXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBLjApmSwAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)if T is an unbiased estimator for ![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAJkKCl5A8RIA2J/zd+Gf83cgIPV3kQpmKgQAAAAtAQAACAAAADIKYAEWAAEAAABxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAACRCmYqAAAKACEAigEAAAAA/////1zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA).
3. Explain and prove invariance property of consistent estimators.
4. State Neymann factorization theorem.
5. Obtain the MVB estimator for ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAACkKChdA8RIA2J/zd+Gf83cgIPV3bwpm2gQAAAAtAQAACAAAADIKAAFAAAEAAABteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABvCmbaAAAKACEAigEAAAAA/////1zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)in moral population ![](data:image/x-wmf;base64,183GmgAAAAAAACAGQAIBCQAAAABwWgEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3WwpmegQAAAAtAQAACAAAADIKoAFYBQEAAAApeQgAAAAyCqAB/gIBAAAALHkIAAAAMgqgAXgBAQAAACh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d1sKZnoEAAAALQEBAAQAAADwAQAACAAAADIK9ACxBAEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA2AkKQUDxEgDYn/N34Z/zdyAg9XdbCmZ6BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABcAMBAAAAc3kIAAAAMgqgAQgCAQAAAG15HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d1sKZnoEAAAALQEBAAQAAADwAQAACAAAADIKoAFMAAEAAABOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAHpbCmZ6AAAKACEAigEAAAAAAAAAAFzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)where ![](data:image/x-wmf;base64,183GmgAAAAAAACACAAICCQAAAAAzXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3CQhmuQQAAAAtAQAACAAAADIK9ABdAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA2QcKdUDxEgDYn/N34Z/zdyAg9XcJCGa5BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABHAABAAAAc3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQC5CQhmuQAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) is known.
6. Explain Maximum Likelihood estimation in detail.
7. Explain significant Values of t in brief.

SECTION C — (3 ![](data:image/x-wmf;base64,183GmgAAAAAAAGABgAEBCQAAAADwXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///1AAAAAgAQAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIA/gAAAAAAALwCAAAAAgQCABBTeW1ib2wAd0AAAADABgqcvaz0d8as9HcBAAAAAAAwAAQAAAAtAQAACAAAADIKQAEYAAEAAAC0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAD/////AQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)10 = 30 marks)

Answer any THREE questions.

1. Obtain the Constants of t-distribution.
2. Explain the Sufficient Conditions for Consistency.
3. Prove Cramer -Rao Inequality.
4. Find the MLE estimators for (a) ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAI4KCqlA8RIA2J/zd+Gf83cgIPV3EQlmcAQAAAAtAQAACAAAADIKAAFAAAEAAABteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAARCWZwAAAKACEAigEAAAAA/////1zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)when ![](data:image/x-wmf;base64,183GmgAAAAAAACACAAICCQAAAAAzXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3/gZmgQQAAAAtAQAACAAAADIK9ABdAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAKAgKAkDxEgDYn/N34Z/zdyAg9Xf+BmaBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABHAABAAAAc3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCB/gZmgQAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) is known, (b) ![](data:image/x-wmf;base64,183GmgAAAAAAAAACAAICCQAAAAATXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3ZApmpwQAAAAtAQAACAAAADIK9ABRAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAjwkKPLThEgDYn/N34Z/zdyAg9XdkCmanBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABHAABAAAAc3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCnZApmpwAACgAhAIoBAAAAAAAAAADQ4xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) when ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAI4KCqlA8RIA2J/zd+Gf83cgIPV3EQlmcAQAAAAtAQAACAAAADIKAAFAAAEAAABteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAARCWZwAAAKACEAigEAAAAA/////1zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is known and (c) the Simultaneous estimation of ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAI4KCqlA8RIA2J/zd+Gf83cgIPV3EQlmcAQAAAAtAQAACAAAADIKAAFAAAEAAABteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAARCWZwAAAKACEAigEAAAAA/////1zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) and ![](data:image/x-wmf;base64,183GmgAAAAAAAAACAAICCQAAAAATXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3ZApmpwQAAAAtAQAACAAAADIK9ABRAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAjwkKPLThEgDYn/N34Z/zdyAg9XdkCmanBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABHAABAAAAc3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCnZApmpwAACgAhAIoBAAAAAAAAAADQ4xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).
5. Obtain ![](data:image/x-wmf;base64,183GmgAAAAAAAKAGAAIBCQAAAACwWgEACQAAA+IAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3jgpmoQQAAAAtAQAACAAAADIKYAGkBQEAAAApeQgAAAAyCmAB3AMBAAAALXkIAAAAMgpgAXoCAgAAACgxCQAAADIKYAEQAAMAAAAxMDBlHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAAARCgoWoPESANif83fhn/N3ICD1d44KZqEEAAAALQEBAAQAAADwAQAACAAAADIKYAGEBAEAAABhMAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAKGOCmahAAAKACEAigEAAAAAAAAAALzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)% confidence interval for the parameters (a) Ө and (b) ![](data:image/x-wmf;base64,183GmgAAAAAAAAACAAICCQAAAAATXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3ZApmpwQAAAAtAQAACAAAADIK9ABRAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAjwkKPLThEgDYn/N34Z/zdyAg9XdkCmanBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABHAABAAAAc3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCnZApmpwAACgAhAIoBAAAAAAAAAADQ4xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), of the normal distribution.