	                                                                             PCS/CT/3008
M.Sc. DEGREE EXAMINATION, NOVEMBER 2015.
(Computer Science)
II YEAR — III SEMESTER
 Major Paper VIII — DATA MINING
Time: 3 hours	    Max. Marks: 75
SECTION A — (10 × 2 = 20 marks)
Answer any TEN questions.
1. State Baye’s rule or Baye’s theorm.
2. Define data mining and knowledge discovery in database and list down the visualization techniques in KDD.
3. What is data cleaning?
4. List down the factors in data transformation.
5. Point out the various approaches to mining multilevel association rules.
6. Draw the lattice of cuboids defining a data cube for the dimensions age, income, and buys in mining Multidimensional Association rule.
7. Give the symbolization activation function in Back propagation.
8. What are the methods used in evaluating the accuracy of a Classifier?
9. List down some requirements of clustering in data mining.
10. Point out the issues regarding preprocessing the data for classification and prediction.
11. Write the equation for the regression coefficient in linear regression Prediction.
12.  Define CLARA and CLARANS
SECTION B — (5 × 5 = 25 marks)
Answer any FIVE questions.
13. Define genetic algorithm, Brief the most important components that genetic algorithm computational model consists of.
14. Elaborate any two data discretization techniques and concept hierarchy generation for numerical data.
15. Write down the constraints included in the constraints based association mining.
16. Explain the Bayes classification.
17. Illustrate the approach of Chameleon Hierarchical Clustering algorithm using dynamic modeling  techniques.
18. Give a brief description on various Classification methods.  
19. Explain the most commonly used partitioning methods.
SECTION C — (3 × 10 = 30 marks)
Answer any THREE questions.
20. Define and describe the artificial neural network with sample activation function.
21. Discuss the different strategies included in Data Reduction.
22. Generate Apriori algorithm for discovery frequent itemset for mining Boolean association rule.
23. Write a basic algorithm for inducting a decision tree from training tuples.
24. Illustrate with an example about density based local outlier detection. 
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