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M.Sc. DEGREE EXAMINATION, NOVEMBER 2015
(Applicable Mathematics)

II YEAR — III SEMESTER

Paper IX — OPERATIONS RESEARCH
Time : 3 hours
    Max. Marks : 75

SECTION A — (10 × 2 = 20 marks)

Answer any TEN questions.
1. What is dynamic programming?
2. What is dynamic recursive relation?
3. Mention the several different criteria of decision-making under uncertainity.

4. Define Payoff.

5. Explain the Monte-Carlo simulation technique.

6. Explain stochastic simulation.

7. State the different factors involved in inventory problem analysis.
8. State the rule for inventory control under probabilistic situation.

9. Explain static and dynamic arrival pattern.

10. Show that average number of units in a (M/M/1) queuing system is equal to δ/(1-δ).
11. What are the various methods for solving constrained multivariable optimization with equality constraints?
12. Write the mathematical form of general non-linear programming problem.
SECTION B — (5 × 5 = 25 marks)

Answer any FIVE questions.

13. Use dynamic programming to solve the following problem.
Maximize Z = u1 u2 u3

Subject to




u1 + u2 + u3 = 10




u1, u2, u3 ≥ 0.

14. The following is a payoff (in Rs.) table for three strategies and two states of nature:
	Strategy
	State of Nature

	
	N1
	N2

	S1
	40
	60

	S2
	10
	-20

	S3
	-40
	150


Select a strategy using each of the following decision criteria.

(a) Maximax 
(b) Minixam regret (c ) Maximin (d) Minimum risk, assuming equiprobable states.

15. Derive the Economic Batch quantity formula for a economic production quantity model when supply is gradual.
16.  Consider a single server queuing system with poisson input, exponential service time is 0.25 hour and maximum permissible calling units in the system is two.  Derive the steady state probability distribution of the number of calling units in the system, and then calculate the expected number in the system.
17. Derive the necessary condition for the continuous function f(x) to have an extreme point at x = x0 is that the gradient f(x0) = 0.
18. Solve the following problem by sing the method of Lagrangian multipliers.

Minimize Z = 
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Subject to 



x1 + x2+ 3 x3 = 2



5x1 + 2x2+  x3 = 5
19. The pattern of demand for a seasonal product is as follows:

Demand(in units):
1
2
3
4
5
6
7
8
Probability
     :
0.05
0.10
0.15
0.20
0.20
0.15
0.10
0.05

SECTION C — (3 × 10 = 30 marks)

Answer any THREE questions.
20. Solve the following LPP using dynamic programming approach 
Maximize Z = 2x1 + 5x2


Subject to 




2x1 + x2 ≤ 43




        2x2  ≤ 46




and x1,  x2 ≥ 0

21. Explain the steps of simulation process.

22. A commodity is to be supplied at a constant rate of 200 units per day.  Supplies of any amount can be obtained at any required time, but each ordering costs Rs.50;  Cost of holding the commodity in inventory is Rs.2 per unit per day while the delay in the supply of the item induces a penalty of Rs.10 per unit per day.  Find the optimal policy (Q, t), where t is the reorder cycle period and Q is the inventory after reorder.  What would be the best policy, if the penalty cost becomes infinite?
23. Obtain the steady state equations for the model (M/M/S) : (
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24. Use Wolfe’s method to solve the quadratic programming problem 

Maximize 
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Subject to





x1 + 2x2 ≤ 2




and 
x1,  x2 ≥ 0

———————— 















PAGE  
1

_1505043541.unknown

_1505047817.unknown

_1505047966.unknown

_1505047702.unknown

_1505043431.unknown

