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M.Sc. DEGREE EXAMINATION, NOVEMBER 2015.
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I I YEAR — III SEMESTER

PAPER VII - APPLIED MULTIVARIATE ANALYSIS
Time : 3 hours
    Max. Marks : 75

SECTION A — (10 × 2 = 20 marks)

Answer any TEN questions.

1. Define Hotelling’s T2 statistic

2. Describe the variance covariance matrix of a random vector

3. What is the role of Eigen values in the proportion of total variance?

4. Define Specific variance in the factor model.

5. Define Canonical correlation.

6. State any two applications of canonical correlation.

7. State any two application of discriminant analysis.

8. Describe the problem of classification with prior probability 
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9. Describe similarity measures.

10. State any two distance functions.

11. Define single linkage.

12. What is hierarchical clustering?
SECTION B — (5 × 5 = 25 marks)

Answer any FIVE questions.

13. Describe any two applications of Hotelling’s T2 statistic.

14. In principal component analysis, under standard notations, show that 
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15. Describe the test of significance for canonical correlation.

16. What is missclassification probability? Express total probability of 

  
misclassification in terms of the p d f’s of the two population.

17. Describe any two similarity coefficients for clustering items.

18. Describe the k – means clustering technique.
19. Describe “ varimax” rotation in factor analysis and state its uses.
SECTION C — (3 × 10 = 30 marks)

Answer any THREE questions.

20. Derive the 100(1-
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)% confidence region for mean of a p- dimensional 

Normal distribution.

21. Let 
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be the covariance matrix associated with the random vector X. Let 
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Var(Yi) =
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, i=1, 2……p. and cov (Yi, Yk) =
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, i ≠k.

22. Describe the procedure of extracting canonical correlations.

23. Explain Fisher’s linear discriminant function with suitable examples.

24. Describe the procedure of clustering variables using complete linkage.
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