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SECTION A — (10 ×1 = 10 marks)

Answer any TEN questions.
1. Define partial and multiple correlations.

2. Write the relationship between more than two multiple and partial predictors.

3. Define criterion and predictor variable in linear regression.

4. Give an example of residual plots.

5. How do you identify outliers in simple regression? 

6. What is the use of multiple regressions analysis?

7. Define explanatory variable.

8. What is the use of transformation?

9. What is mean by general linear model?

10. What is an independent variable? 

11. State any one assumption of the error component in the linear model.

12. State multi colinearity.
SECTION B — (5 × 4 = 20 marks)

Answer any FIVE questions.
13. Explain multiple regressions with two predictor variables.

14. Write any two properties of multiple correlation coefficients.

15. Explain simple linear regression model.

16. Why you need to check your Residual Plots for Regression Analysis?
17. What is transformation to achieve linearity?

18. What is the difference between ordinary least square and generalized least square?

19. What is the F-test of overall significance in Regression Analysis?
SECTION C — (3 × 10 = 30 marks)

Answer any THREE questions.
20. In a multiple regression model describe the procedure of testing the significance of regression coefficients.
21. Describe the residual plots in details. Give suitable example.

22. Derive the expression 
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23. Explain various properties of least square estimators.
24. Derive the hypothesis testing in the linear model.
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