  
        
                       

      PBS/CT/2005(MBA22)


M.Sc. DEGREE EXAMINATION, APRIL 2016.
(Biostatistics)

I YEAR — II SEMESTER

Paper V — APPLIED REGRESSION ANALYSIS
Time: 3 hours

    Max. marks: 75

SECTION A — (10 × 2 = 20 marks)

Answer any TEN questions.

1. Provide any two uses of Regression analysis.
2. Provide a regression model with same intercept and varying slope.
3. State any two properties of Least Squares estimators.
4. Define Dummy variable rule with an example.
5. Define Adjusted R2 and state its use.
6. Define Cook’s Statistic and state its use.
7. Define Multicollinearity.
8. State the use of Ridge Regression and any one property of Ridge regression.
9. Define Polynomial Regression and state its use.
10. State any two iterative procedures of parameter estimation for a regression model.
11. Define Interaction effect.
12. Define Autocorrelation.
SECTION B — (5 × 5 = 25 marks)

Answer any FIVE questions.

13. Discuss the Assumptions of Ordinary Least Squares Regression (OLS)
14. (a)
Discuss ANOVA procedure to test the overall fit of the model.
  
      (3 Marks)
(b) Explain t test for testing significance of individual regression coefficients.        (2 Marks)

15. (a)
Explain any one residual analysis methods  to detect outliers.  

       (2Marks)

(b)
Explain any one test procedure for testing normality of residuals. 

       (3Marks)
16. (a)
State the consequences of Multicollinearity. 




       (2Marks)

(b)
What is the use of Variance Inflation Factor (VIF)?  
 

        (1 Mark)

(c)
State any two methods to overcome Multicollinearity.

                  (2 Marks)

17. (a)
Explain the term “Linear in Parameter”. 




       (2Marks)
(b) Provide any two examples where the model is not linear in parameter and perform necessary transformations to obtain the model linear in parameter.  

      (2 Marks)

(c) Write the transformation for Y when the distribution of Y is Poisson. 
         (1Mark)

18. Explain Durbin Watson test for autocorrelation.
19. Explain DFFITS and DFBETAS and state its use. 



               (2+3Marks)
SECTION C — (3 × 10 = 30 marks)

Answer any THREE questions.

20. Derive Least squares estimators for the regression parameters of  a Multiple linear    

       regression model.
21. (i)
Explain the test procedure for testing general linear hypothesis.

      (6 Marks)
(ii) Let Y=β0+ β1X1+ β2X2+ β3X3+ ε, Let H0: Tβ = 0 denote testing for general linear hypothesis.  
(a) Obtain T for testing H0: β1= β2  and also the reduced model form
(b) Obtain T for testing H0: β1= β3, β2=0  and also the reduced model form   

   (2+2Marks)

22. (i)
Explain weighted least squares regression in detail.



       (6Marks)

(ii)
Construct regression model with 
(a)
varying slope and varying intercept 
(b)
varying intercept and same slope 




       (4Marks)

23.
(a)
Define partial F Statistic 






       (4Marks)

(b)
Explain in detail the following model building methods 
(i)
Forward selection  
(ii)
Backward elimination and
(iii)
Stepwise regression  






       (6Marks)

23. (a)
What is the need for variance stabilizing transformations?  


      (6 Marks)

(i) Discuss the transformation of Y when 
(ii) σ2=constant  

(ii)
σ2αE(Y)  
(iii) σ2αE(Y) [1-E(Y)]  
(iv)
σ2α[E(Y)]2  


   (1+1+1+1=4 Mark)
—————— 
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