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SECTION A — (10 × 2 = 20 marks)

Answer any TEN questions.

1. Define Hotelling’s T2 –Statistic.

2. What is the context for Multivariate Analysis of Variance?

3. Write the objectives of Principal Component Analysis.
4. Define the ‘Varimax’ criterion for factor rotation.

5. When do we use for canonical correlation?

6. What are canonical correlation coefficients and canonical variables?
7. Write a short on discriminant analysis.

8. Elucidate classification problem into two classes.
9. Write down any four similarity measures used in cluster analysis.
10. What is the use of ‘Dendogram’ in cluster analysis?
11. Define Variance-Covariance matrix of a random vector.

12. Mention any two properties of multivariate normal distribution.

SECTION B — (5 × 5 = 25 marks)

Answer any FIVE questions.

13. Derive the Hotelling’s T2 statistic for testing hypothesis concerning the mean vector of a multivariate normal population.

14. Prove that the extraction of principal components from a dispersion matrix is the study of characteristic roots and vectors of the same matrix.

15. Present Fisher’s method of discriminating two populations and derive the linear discriminant function. Explain the classification rule based on it.
16. What is the difference between classification problem into two classes and   testing problem?

17. Outline Single linkage and complete linkage clustering procedures with an example.

18. Giving suitable examples explain how factor scores are used in data analysis.

19.  Describe how objects are grouped by complete linkage method with illustration.


SECTION C — (3 × 10 = 30 marks)

Answer any THREE questions
20. Develop the MANOVA for comparing mean vectors of a number of normal populations and explain the test procedure for the same.
21. a)     What are principal components? Outline the procedure to extract    

        principal components from a given correlation matrix.

b)     Discuss the effect of an orthogonal transformation in factor analysis 
        method.
22. What are canonical correlations and canonical variables? .Describe the extraction  of canonical correlations and their variables from the dispersion matrix. Also show that there will be p canonical correlations if the dispersion matrix is of size p.
23. Present the motivation, definition and derivation of Fisher’s (multiple) discriminant functions
24. a)    Describe Hierarchical clustering of objects and its algorithm giving  
       figurative depiction of three linkage methods.

b)    Explain k means method with an illustration.
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