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    Max. marks: 75

SECTION A — (10 × 2 = 20 marks)

Answer any TEN questions.

1. Describe Simple linear regression model.

2. Write down the test statistic for testing slope = 0 in simple linear regression model.

3. Write the expression of R2 in Multiple linear regression model.

4. Describe data description in multiple linear regression model.

5. What are outliers?

6. Discuss the purpose of dummy variable in regression model.
7. What do you mean by autocorrelation?

8. Define multicollinearity.

9. List any two methods of dealing with multicollinearity.

10. What is nonlinear regression?

11. List any two methods of solving nonlinear regression model.

12. Write down the linear form of
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SECTION B — (5 × 5 = 25 marks)

Answer any FIVE questions.

13. List the various assumptions of linear regression model.

14. Explain prediction of new observations in Simple linear regression model.

15. State and prove Gauss Markov theorem in multiple linear regression model.

16. Explain studentized residuals.

17. Write a note on effects of multicollinearity
18. Describe nonlinear least squares.
19. An incomplete ANOVA table for the regression model 
[image: image2.wmf]e

b

b

b

+

+

+

=

2

2

1

1

0

X

X

Y


             with 
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is given:
	Source
	Sum of Squares
	DF
	Mean sum of Squares
	F ratio

	Regression
	-
	-
	-
	34.519

	Residual
	105.667
	-
	-
	

	Total
	
	
	
	


(a)  Complete the table   (b) Find R2.

SECTION C — (3 × 10 = 30 marks)

Answer any THREE questions.

20. Obtain the least square estimator of the parameters of Simple linear regression
            model and derive their variances.

21. Explain the procedure for testing a general linear hypothesis 
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22. Explain residual plots in detail.

23. Explain the various methods of detecting multicollinearity.

24. Discuss various methods of estimating the parameters in nonlinear regression analysis.

—————
[P.T.O.]
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