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SECTION A – (10 × 2 = 20 marks)
Answer any TEN questions

1. State the hypothesis tested in one way multivariate analysis of variance.
2. Write the test statistic for testing the hypothesis H0: ∑=∑0 against H1: ∑≠∑0.
3. What are Principal components?  How it is useful in data analysis?
4. What are factor scores?
5. What is the difference between orthogonal and non-orthogonal rotations?

6. Give an application of canonical correlation. 
7. List any two properties of canonical correlation.
8. What is Discriminant analysis?

9. Define apparent error rate.
10. What are the standards of good classification?
11. What is meant by agglomerative hierarchical methods?

12. When do we say natural cluster exists?

SECTION B – (5 × 5 = 25 marks)
Answer any FIVE questions

13. Show that Hotelling’s T2 statistic is invariant under linear transformation.
14. Briefly explain the test procedure for testing the equality of two covariance matrices.
15. Show that the trace of the dispersion matrix is same as the sum of the variances of principal components.
16. Explain the procedure for testing the significance of canonical correlation.
17. Explain fisher’s linear  discriminant function.
18. List the various distance measures used in clustering the objects.
19. Write the algorithm of  k-means clustering method.
SECTION C – (3 × 10 = 30 marks)
Answer any THREE questions

20. Derive the likelihood ratio for testing the hypothesis H0: µ=µ0 against H1:µ≠µ0 based on a sample of size ‘n’ drawn from Np(µ,∑ )
21. Show that the principal components are uncorrelated and have the variance equal to the dispersion matrix ∑.
22. Briefly explain the procedure for extracting the first canonical correlation and canonical variable.
23. Derive the decision rule for classifying the objects into one of the two multivariate normal populations having different mean vectors and different dispersion matrices.
24. Explain single linkage method using an example.
_______________
