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SECTION A – (10 × 2 = 20 marks)
(Q. NO. 1-12)Answer any TEN questions

1. Define Hotelling's  Statistic for a one sample problem
2. Write the test statistic for the testing the equality of two variance and covariance matrices
3. State the assumptions used in one way multivariate analysis of variance
4. State any two characteristics of Components
5. What is orthogonal rotation?
6. What is canonical correlation?
7. State any two properties of canonical variables
8. What is Discriminant analysis?
9. State the underlying assumption in Fisher's linear discriminant function
10. What is a dendrogram?
11. What do you understand by divisive method?
12. Give a similarity measure used for clustering binary variables
SECTION B – (5 × 5 = 25 marks)
(Q. NO. 13-19)Answer any FIVE questions
13. State the uses of Hotelling's  statistic for a two sample problem
14. Briefly explain Beheren Fisher problem for testing the equality of mean vectors in a two sample problem
15. Write the factor scores obtained by weighted least square from the Maximum likelihood estimates
16. [bookmark: _GoBack]Write short notes on standardization of observations in principal components
17. Explain the procedure for testing the significance of canonical correlation 
18. Briefly explain standards of good classification
19. What are the various distance measures used in clustering the objects?
SECTION C – (3 × 10 = 30 marks)
(Q. NO. 20-24)Answer any THREE questions
20. Derive the test procedure for testing the hypothesis for single covariance matrix
21. a) Show that the correlation between components and variables is 
b)  Show that the sum of the variance of the variables is the sum of the variance of the components
22. Briefly explain the procedure for extracting the first canonical correlation and canonical variable
23. Derive the linear discriminant rule of classifying the objects into one of the two normal populations
24. Explain k-means clustering technique using an example

	PBS/CT/3007





