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Section A

Answer any SIX questions (6× 5 = 30 Marks)
1. State the properties of multiple correlation coefficient.
2. Describe various types of transformations used for modelling.
3. State the properties of least square estimator in multiple linear regression model.
4. Explain in detail about testing a subset of regression coefficient equal to zero.
5. List the assumptions of simple linear regression model.
6. Write a note on effects of outliers in linear regression model.
7. Describe in detail about generalized least squares.
8. Write the assumptions on error term in linear regression model.

Section B

Answer any THREE questions (3× 10 = 30 Marks)
9. Obtain the formula for R1.23.

10. Derive least square estimators of simple linear regression model.
11. Write a note on residual plots.
12. Describe multiple linear regression model with suitable example.
13. Discuss the procedure to test the equality of regression coefficients.
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